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Abstract—The complexity and variability of streaming data have brought a great challenge to the elasticity of the data processing systems. Streaming systems, such as Flink and Storm, need to adapt to the changes of workload with auto-scaling to meet the QoS requirements while saving resources. However, the accuracy of classical models (such as a queueing model) for QoS prediction decreases with the increase of the complexity and variability of streaming data and the resource interference. On the other hand, the indirect metrics used to optimize QoS may not accurately guide resource adjustment. Those problems can easily lead to waste of resources or QoS violation in practice.

To solve the above problems, we propose AuTraScale, an automated and transfer learning auto-scaling solution, to determine the appropriate parallelism and resource allocation that meet the latency and throughput targets. AuTraScale uses Bayesian optimization to adapt to the complex relationship between resources and QoS, minimizing the impact of resource interference on the prediction accuracy, and a new metric that measures the performance of operators for accurate optimization. Even when the input data rate changes, it can quickly adjust the parallelism and adapt to the processing performance of each operator in response, with a transfer learning algorithm. We have implemented and evaluated AuTraScale on a Flink platform. The experimental results show that, compared with the state-of-the-art method like DRS and DS2, AuTraScale can reduce 66.6% and 36.7% resource consumption respectively in the scale-down and scale-up scenarios while ensuring QoS requirements, and save 13.5% resource on average when the input data rate changes.

Index Terms—Streaming system, Auto-scaling, Bayesian optimization

I. INTRODUCTION

Streaming data is playing an increasingly important role. To deal with the streaming data that arrives at the processing system at a fast, and time-varying rate, some stream processing frameworks have emerged, such as Flink [1], Spark [2], and Storm [3]. As the input data rate changes frequently, the elasticity becomes a critical attribute in a streaming system, which needs to adjust the amount of allocated resources in a timely manner to adapt to workload changes.

Usually, the resource allocation in a streaming system is highly correlated with the system-level or application-level parallelism parameters. Traditionally, those parameters are set by manual tuning, which takes too much time and easily results in sub-optimal configurations. Therefore, automatic on-demand scaling technologies have become necessary to find optimized configurations avoiding both resource waste and QoS violation.

In the past few years, many auto-scaling solutions have been proposed for streaming system elasticity. Among them, the solutions to meet the latency demand mainly rely on the prediction ability of the queueing models [4]–[6]. But their prediction accuracies and convergence rates can be significantly affected when stream processing jobs co-run on the same machine and interfere with each other. The auto-scaling solutions to meet the throughput demand are usually based on some indirect metrics such as backpressure (or congestion) [7] [8], queue size [7] [9], and observed rate [8], [10]–[13]. These metrics cannot represent the true processing performance of operator instances, which may lead to inaccurate or incorrect decision-making. The recently proposed auto-scaling solutions based on the dataflow model, notably DS2 [14], can optimize throughput efficiently by analyzing the true processing rates of operator instances. However, their approach of determining the parallelism assumes the processing performance of an operator linearly increases with the number of its instances, which may become inaccurate when the increased instances lead to more interference. In addition, most of the existing methods do not adjust their models online, and thus the models might be inaccurate at some moments during the long-running of stream processing, e.g., when the data rate significantly changes.

Therefore, we propose AuTraScale, an automated and transfer learning solution for streaming system auto-scaling. It finds the optimal configuration of parallelism parameters quickly and accurately to guarantee meeting multiple performance requirements, and can continuously optimize the accuracy online. AuTraScale provides four key features. First, AuTraScale uses the Gaussian process to model the relationship between the QoS and operator parallelism. In contrast to a queueing model, the Gaussian process model can cover the impact of interference and avoid accuracy degradation. Second, to optimize the model accuracy continuously, AuTraScale uses the Bayesian optimization method to iteratively update the model, and recommends the optimized configuration in time. Third, AuTraScale uses the transfer learning method to accelerate the convergence of optimal configuration at a new rate of data. Fourth, it uses the true processing rate metric to optimize throughput more accurately and reduce the pending time of data before being processed.

We implement and evaluate AuTraScale based on the Flink framework. Compared with the state-of-the-art method, AuTraScale reduces 66.6% and 36.7% resource usage respectively in the scale-down and scale-up scenarios while ensuring QoS requirements and save 13.5% resource on average when the data rate changes. Our main contributions in this work are
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as follows:

- We abstract the relationship between the parallelism and QoS in streaming systems to a Gaussian process model, which is trained by the data containing the interference due to resource contention, so the prediction results can be more accurate.
- We propose an automated learning auto-scaling solution based on Bayesian optimization. It iteratively updates the Gaussian process model with a scoring function, to dynamically evaluate the impacts of different parallelism parameters on the overall performance. It also uses an acquisition function to trade off between exploitation and exploration.
- We propose a transfer learning algorithm to make full use of the trained model to find the optimal configuration quickly at a new rate of data. It greatly reduces the costs of training a new model.

The rest of the paper is organized as follows. In Section II, we discuss the challenges and opportunities of resource allocation in the streaming system. Then, we present the details of AuTraScale in Section III and an overview of the system architecture in Section IV. Experimental results are presented and analyzed in Section V. We discuss related work in Section VI and conclude the paper in Section VII.

II. MOTIVATION

In this section, we identify the challenges of auto-scaling in current streaming systems via case studies, and introduce the opportunities brought by the Bayesian optimization algorithm to address these challenges.

A. Case Studies and Challenges

Different operator tasks in the streaming system cannot be completely isolated, so resource contention is inevitable. Therefore, the performance of a job (e.g., the throughput) may not be linearly related to the amount of resources allocated to it. We conduct a few experiments on a Flink cluster to explore the complexity of this relationship and discuss its challenges to auto-scaling.

CASE 1: Fixed parallelism, increasing data rate.

We run a WordCount Streaming job on the Flink cluster, whose data come from Kafka. The parallelism of each operator is set to 2 and remains the same. The input data rate starts from 100k records/s and increases every 10 minutes by 50k records/s. We use Kafka metrics and Flink metrics to obtain relevant runtime information. Fig. 1(a) shows the changes in both the input data rate and throughput, and Fig. 1(b) shows the changes in the end-to-end latency in Flink and the data lag in Kafka during the experiment.

Observation 1: When the input data rate increases and exceeds the upper bound of the throughput with the fixed parallelism configuration, data are accumulated in Kafka, and the end-to-end latency in Flink increases.

As shown in Fig. 1(a), when the input data rate is 100k records/s, 150k records/s, or 200k records/s, the throughput of the job can meet the input data rate and there is no data accumulation in the Kafka. In Fig. 1(b), the average end-to-end latency temporarily peaks when the job just starts and then it gradually flattens out. When the input data rate reaches 250k records/s, the job throughput begins to lag behind for a short time. The data begin to accumulate in Kafka, and the end-to-end latency begins to increase. Then the input data rate increase to 300k records/s, which is significantly greater than the processing capacity of the fixed parallelism configuration, while the throughput of the job still maintains at 250k records/s. The growth rate of the accumulated data in Kafka and the average end-to-end latency of data in Flink further increase until the test ends at the 50th minute.

CASE 2: Fixed data rate, increasing parallelism.

The experiment consists of six independent small tests. The experimental environment is the same as CASE 1, except for the input data rate in each test maintains at about 300k records/s, and the operator parallelism in the 6 small tests is (1, 2, 3, 4, 5, 6) respectively. The results are shown in Fig. 2.

Observation 2.1: The relationship between operator parallelism and job throughput is not linear.

In Fig. 2(a), in the first three sets of tests, the parallelism is 1, 2, and 3, but the corresponding throughput is about 150k records/s, 250k records/s, and 275k records/s respectively. The multiplying growth of parallelism does not provide the proportional increase in throughput. The reasons for this phenomenon can be synchronization and resource competition between different operator instances.

Observation 2.2: The appropriate parallelism brings latency benefits, and a higher parallelism may not be better.

Comparing the latency between the first three tests and the last three tests in Fig. 2(b), we find that improving the parallelism is helpful to reduce the latency and data lag on the whole. However, the latter two tests (The latencies are 100 ms and 125 ms respectively) also indicate that the increase of parallelism may increase communication cost [15] and thus increase the latency.

This case shows that it is necessary to adjust the parallelism configuration as well as the resource allocation when the data rate changes. Lack of resources will result in data processing lag and increased latency, while redundant resources can be wasted if the data rate decreases. However, dynamically allocating resources for jobs is challenging, as shown by another set of our experiments as follows.

Fig. 1. The running results of the WordCount Streaming job with the fixed parallelism and increasing data rate. Parallelism under-provisioning leads to non-trivial data lag and end-to-end latency.
III. MODEL AND ALGORITHM DESIGN

AuTraScale optimizes the parallelism configuration with Bayesian optimization and transfer learning, based on the data flows across the directed acyclic graph (DAG) of the stream processing job. The Bayesian optimization algorithm can iteratively update benefit model, which quantifies the comprehensive benefit of QoS and resource usage given the complicated relationship between them, and recommend an appropriate operator parallelism configuration when the input data rate is steady. Since the benefit model is binded to the specific input data rate, when the rate changes, the transfer learning algorithm quickly adjusts the parallelism using the existing model at a new rate. This section elaborates the details of AuTraScale. For concise presentation, we summarize the frequently used notations throughout the paper in Table I.

### Table I
**Symbols used in this paper.**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_c)</td>
<td>The input data rate of a streaming job</td>
</tr>
<tr>
<td>(v_i)</td>
<td>The average true processing rate of operator (i)</td>
</tr>
<tr>
<td>(\lambda_i, \lambda_i')</td>
<td>The total true input, processing rate of operator (i)</td>
</tr>
<tr>
<td>(k')</td>
<td>A vector ((k'_1, ..., k'_r)) consisting of optimal parallelisms of all operators when the throughput is maximized</td>
</tr>
<tr>
<td>(k)</td>
<td>A vector ((k_1, ..., k_N)) consisting of current parallelisms of all operators in a job</td>
</tr>
<tr>
<td>(N)</td>
<td>The number of operator in a DAG</td>
</tr>
<tr>
<td>(P_{\text{max}})</td>
<td>Upper limit of parallelism under the current resources</td>
</tr>
<tr>
<td>(\mu(x))</td>
<td>The expected value of (x)</td>
</tr>
<tr>
<td>(\sigma(x))</td>
<td>The variance of (x)</td>
</tr>
<tr>
<td>(l_r)</td>
<td>Average latency of records in a job</td>
</tr>
<tr>
<td>(s_i)</td>
<td>The resource score threshold of a job</td>
</tr>
<tr>
<td>(\Omega)</td>
<td>Gaussian Process model</td>
</tr>
<tr>
<td>(12)</td>
<td>The search space of Bayesian optimization algorithm</td>
</tr>
</tbody>
</table>

#### A. Assumptions

The streaming systems manage resources like CPU and memory. Specifically in Flink, these resources are encapsulated in the form of slots, which are fixed subsets each worker’s resources are divided into. Managed memory isolation is implemented between slots, but there is no CPU isolation. Data arriving at an operator is assigned to its instances each in a different slot by specific rules. We assume each instance of the same operator has the same amount of data, like [5]. We also assume that the network does not bottleneck the system, which benefits from the advanced network hardware, such as 10G Ethernet and InfiniBand. We also assume that the cluster resources are enough to support the QoS requirements of the workload. It means there will not be a situation in which all resources are exhausted, but the QoS is still unable to meet.

#### B. Operator performance model

In the auto-scaling scenario, to optimize the parallelism and resource allocation, the actual processing performance of the operator is usually defined as the ratio of the number of processing records over the processing time. However, the observed data processing time of an operator often contains
a large amount of waiting time due to blocking, and hence cannot reflect the actual processing ability of the operator accurately. Therefore, we refer to the concept of the true rate in DS2 [14]. The true processing rate of an instance of an operator is:

\[ v = \frac{R}{T_u} \]  

(2)

where \( R \) is the total number of records processed by an operator instance in a period of time \( T \), and \( T_u \) represents the time used to process data in a period of time \( T \). \( T_u \) includes three parts: the deserialization time, processing time, and serialization time. In the rest of the paper, we use the true processing rate as defined above to indicate the performance of the operator.

C. Throughput optimization

For a stream processing job, the throughput that can not meet the input data rate results in data lag and latency increase. Therefore, a successful auto-scaling strategy needs to adjust the resource configuration quickly to make the throughput as close to the input data rate as possible.

AuTraScale refers to the idea of DS2 [14] and uses the true processing rate of the operators mentioned above to optimize the throughput. Suppose that operator \( i-1 \) and operator \( i \) are two connected operators in the DAG. The operator \( i-1 \) only contains one instance and its total true processing rate \( v_{i-1}^* \) is equal to the external input data input rate \( v_i \) and total output rate \( o_{i-1}^* \) at time \( t \). The operator \( i \) is the successor of the operator \( i-1 \) in a DAG and its total data input rate is \( \lambda_i^* \). There is a simple equivalence, \( \lambda_i^* = o_{i-1}^* = v_{i-1}^* \). To make the total true processing rate of the operator \( i \) catch up with the input data rate, the number of instances of operator \( i \) can be set to \( \lceil \frac{v_i}{v_{i-1}} \rceil \) (\( \bar{v_i} \) is the average true processing rate of all the instances of operator \( i \)).

However, for an operator, its parallelism is usually greater than one and the total true processing rate may not meet the external input data rate in practice. For this general case, AuTraScale uses the following formula to calculate the optimal parallelism of each operator in each step of iteration:

\[
k_i' = \begin{cases} 
\frac{v_i}{\bar{v}_i} & i = 1 \\
\frac{v_{i-1}^* \times k_{i-1}'}{v_i} & i > 1 
\end{cases}
\]  

(3)

where \( k_i' \) and \( k_{i-1}' \) is the optimal parallelism of operator \( i \) and operator \( i-1 \) at the current step of iteration.

The advantage of this approach is to quickly and accurately find the minimum resource configuration that enables the throughput to meet the requirements. But the throughput is often constrained by other factors and can not meet the input data rate in practice (see the results of the Yahoo Streaming job in Section V for details). The DS2 method does not address this issue and thus can fall into an infinite loop due to that the throughput does not reach the target value. Hence AuTraScale adds a new termination condition that two consecutive identical recommended configurations occur during the throughput optimization process.

It is worth noting that the potential benefit of throughput optimization is to minimize event-time latency. Unlike the processing latency we observe in the case studies in Section II, event-time latency is defined as the interval between a tuple’s event-time and its output time from the stream processing system [16]. Therefore, event-time latency includes the pending time of data in Kafka and the processing delay in streaming systems. The above algorithm can find the configurations that maximize throughput and reduce data lag, so it is also the optimal solution for reducing pending time. To minimize the event-time latency, AuTraScale uses the output of the above throughput optimization algorithm as the minimum operator parallelism in the following algorithms.

D. Preconditions for model training

Bootstrapping samples selection. As mentioned above, to optimize the event-time latency, AuTraScale takes the parallelism that maximizes throughput as the basic condition to optimize the processing latency and resource usage using Bayesian optimization. It means that the search space of the BO algorithm is limited between the optimal configuration of throughput and the maximum allowable parallelism of the system. AuTraScale also selects bootstrapping samples for the surrogate model of the BO algorithm within this scope.

There are two types of samples in the initial training set of AuTraScale. 1) All operators in a sample have the same parallelism, and different samples have different parallelisms. First, the parallelism of all operators is set to the maximum value \( k_{\text{max}}' \) of the optimal parallelism for throughput. Then we divide the remaining parallelism (the difference between the current parallelism \( k_i' \) and the maximum allowable parallelism \( P_{\text{max}} \) of the system) into \( M-1 \) parts, each of which is called an interval. The parallelism of all operators in the \( i \)-th sample is set to \( k_{\text{max}}'+i \times \text{interval} \). Those \( M \) samples can help the BO algorithm perceive the QoS results of different configurations, and also help us to determine whether the current resources can meet the QoS requirements. 2) The parallelism of only one operator is set to \( P_{\text{max}} \), and the parallelism of other operators is kept in the basic configuration. There are \( N \) such samples (where \( N \) is the number of operators in a DAG) that can make the BO algorithm capture the different impact of each operator on QoS as far as possible and have a more precise decision. AuTraScale uses these samples to help the BO algorithm find a near-optimal solution faster.

Scoring function. In addition to throughput optimization, AuTraScale is designed to also keep the latency below the target threshold while ensuring that resources are not over-allocated. Traditional latency-sensitive resource allocation solutions often regard the latency as the sole optimization goal of the model and rely on a greedy way to allocate resources from low to high to avoid over-allocation of resources. AuTraScale
jointly optimizes these two objectives with the help of a scoring function.

AuTraScale’s scoring function comprehensively quantifies the benefits of latency and resource usage of each parallelism allocation scheme and uses the output value to train the Gaussian process model. The score function needs to satisfy two basic rules: (a) the lower the latency, the higher the score; (b) the closer the parallelism is to the basic configuration (the parallelism for maximizing throughput), the higher the score. So AuTraScale defines the scoring function as:

\[ F = \alpha \times \min \left( 1, \frac{l_i}{l_t} \right) + (1 - \alpha) \times \frac{1}{N} \times \sum_{i=1}^{N} \frac{k_i}{K_i} \]  

(4)

where \( k_i \) represents the minimum parallelism of operator \( i \) that can maximize throughput, \( k_i \) represents the current parallelism of operator \( i \). \( l_i \) is the average processing latency of data with the current configuration. \( l_t \) is the target latency. The first half of the formula is used to judge whether the current latency meets the requirements, and the second half is used to prevent over-provisioning of parallelism. \( \alpha \) is an elastic parameter indicating the relative importance of the two targets.

E. Bayesian optimization method at a steady rate

Here we introduce in detail how AuTraScale uses Bayesian optimization to update the model and recommend the appropriate parallelism when the input data rate is steady. The overall workflow is shown in Algorithm 1. This algorithm aims to make streaming jobs meet the latency constraint and minimize resource usage in the scale-up and scale-down situations.

The BO method of AuTraScale needs an appropriate scoring function to evaluate the comprehensive performance benefits of different configurations and a surrogate model to fit the relationship between the parallelism of operators and the performance benefits. When the current resource is over-provisioned or the QoS violation occurs, the acquisition function of AuTraScale will recommend new parallelism samples for the next run of the job. Then, the model is updated using the current metric information. If the termination condition is not met, AuTraScale will iteratively perform the recommend-run-judge process. We will introduce the key parts involved in the above process as follows.

**Surrogate Model.** AuTraScale uses the Gaussian process (GP) model with the Matern covariance kernel as the surrogate model. Compared with others like the random forest, its extrapolation quality is better. The Gaussian process does not need to make assumptions about the relationship between parameters and objective function in advance. This attribute makes the training of the underlying model more flexible.

**Acquisition function.** The acquisition function aims to find the next sample that is closer to the optimal solution. It also balances the proportion of exploration and exploitation during the sampling period. In the stream computing scenario, an suitable acquisition function satisfies the following two conditions: (a) Try to find the global optimal value; (b) The evaluation cost should not be too large. To find the global optimal value, AuTraScale wants to minimize the expected deviation from the true maximum. However, its expense is very high when we consider multiple steps ahead [17]. So AuTraScale chooses an alternative, which is to maximize the expected improvement with respect to the best value known. Besides, to adjust the proportion of global search and local optimization, AuTraScale introduces parameter \( \xi \) in the expectation of the improvement function [18]. The formula of acquisition function is as follows:

\[ EI(x) = \begin{cases} K\Phi(Z) + \sigma(x)\phi(Z) & \text{if } \sigma(x) > 0 \\ 0 & \text{if } \sigma(x) = 0 \end{cases} \]  

(5)

\[ K = \mu(x) - f(x^+) - \xi \]  

(6)

\[ Z = \begin{cases} \frac{K}{\sigma(x)} & \text{if } \sigma(x) > 0 \\ 0 & \text{if } \sigma(x) = 0 \end{cases} \]  

(7)

where \( \mu(x) \) and \( \sigma(x) \) is the GP mean and standard deviation at the sample \( x \). \( \Phi(Z) \) and \( \phi(Z) \) is the standard normal CDF and PDF of \( Z \) respectively. \( f(x^+) \) is the best value known.

**Termination condition.** The termination condition of AuTraScale’s BO algorithm is that the latency requirement is met and the benefit score is greater than the threshold. AuTraScale calculates the benefit score threshold using the over-allocation ratio \( w \) of the resource specified by the user. \( w \) is defined as follows:

\[ \frac{C_{opt} - C_{now}}{C_{opt}} < w \iff \frac{C_{opt}}{C_{now}} > \frac{1}{1+w} \]  

(8)
where $C_{\text{now}}$ is the current parallelism and $C_{\text{opt}}$ is the optimal parallelism. $\frac{C_{\text{now}}}{C_{\text{opt}}}$ is the resource allocation ratio. For a job with $N$ operators, AuTraScale defines the resource allocation ratio as the mean of the corresponding values of all operators, which can be expressed as $\frac{C_{\text{opt}}}{C_{\text{now}}} = \frac{1}{N} \times \sum_{i=1}^{N} \frac{k_i}{k_i^*}$. Therefore, combining with the definition of the scoring function, the condition that comprehensive benefit should meet when Bayesian optimization terminates is as follows:

$$F \geq \alpha + (1 - \alpha) \times \frac{1}{1 + w}$$ (9)

F. Transfer learning method at the changed rate

For the same job, AuTraScale needs a new model to describe the relationship between resource allocation and comprehensive benefits when the input data rate changes. However, the cost of training a model from scratch is unacceptable. AuTraScale refers to the idea of transfer learning and makes full use of the existing benefit model to recommend new models.

Algorithm 2 Transfer Learning Method

Input:

\[ \{\mathcal{M}_i\}^{c-1}_{i=1}, D_c = \{(k_t^e, s_t^e)\}_{t=1}^T, k', N_{\text{num}}, l_t, s_t \]

Output:

\[ k_{\text{best}} \]

1: while true do
2: \( (k_t, s_t) \in D_c \)
3: \( \mu_{c-1}(k_t) \leftarrow \mathcal{M}_{c-1}.\text{predict}(k_t) \)
4: \( D'_c \leftarrow \{(k_t, s_t - \mu_{c-1}(k_t))\}_{t=1}^T \)
5: \( \mathcal{M}'_c \leftarrow \text{Gaussian Process Regress}(D'_c) \)
6: \( X_c \leftarrow \text{bootstrap_set}(P_{\text{max}}, k') \)
7: \( D_{c.\text{predict}} \leftarrow D_c \)
8: for all \( x_{\text{test}} \in X_c \) do
9: \( \mu_{c-1}(x_{\text{test}}) \leftarrow \mathcal{M}_{c-1}(x_{\text{test}}) \)
10: \( \mu'_{c}(x_{\text{test}}) \leftarrow \mathcal{M}'_c(x_{\text{test}}) \)
11: \( \mu_c(x_{\text{test}}) = \mu_{c-1}(x_{\text{test}}) + \mu'_{c}(x_{\text{test}}) \)
12: \( D_{c.\text{predict}}.\text{add}(x_{\text{test}}, \mu_c(x_{\text{test}})) \)
end for
14: \( (k_{\text{new}}, \text{score}) \leftarrow \text{Algorithm 1}(l_t, s_t, D_{c.\text{predict}}) \)
15: \( D_c.\text{add}(k_{\text{new}}, \text{score}) \)
16: \( \text{num} \leftarrow \text{num} + 1 \)
17: if \( \text{num} \geq N_{\text{m}} \) then \( \text{Algorithm 1}(l_t, s_t, D_c) \)
18: \( \text{break} \)
19: end if
21: end while

When the input data rate changes, AuTraScale first optimizes throughput to obtain the base configuration $k'$ and then calls the transfer learning method. Suppose that there are $c-1$ benefit models $\{\mathcal{M}_i\}^{c-1}_{i=1}$, where the corresponding rate of the model $\mathcal{M}_{c-1}$ is the closest to the new rate. We chose the model $\mathcal{M}_{c-1}$ and the real samples from an available set $D_c$ at the current rate to train a residual model $\mathcal{M}'_c$. Then we use the residual model and the model $\mathcal{M}_{c-1}$ to calculate the Gaussian process mean of data $x_{\text{test}}$ in the initial sample set, which is called $\mu_c$ and $\mu_{c-1}$. The sum of $\mu_c$ and $\mu_{c-1}$ is the objective function estimation of the current data $x_{\text{test}}$. This method saves the consumption of running the initial set samples one by one. The specific steps of the above process can be seen in Algorithm 2.

It is important to note that when there are enough real samples at the new rate, AuTraScale can automatically switch from Algorithm 2 to Algorithm 1. Because when the accuracy of the model trained by the real sample size is high enough, the estimated sample will lose its function and even reduce the accuracy of the model. We recommend that the algorithm is switched when the number of real samples is at least larger than the initial set size. The switching time can be determined by setting parameter $N_{\text{num}}$ according to the specific situation.

IV. SYSTEM DESIGN

The overall design of the AuTraScale system follows the control cycle of the monitor, analyze, plan, and execute (MAPE) [19]. An overview of the system architecture is presented in Fig. 3. Rectangles filled with grids, diagonals, brick lines, and transverse lines represent the above four control modules respectively.

Monitor. The streaming systems usually provide users a metric interface to gather job running information or expose metrics to external systems. To more conveniently analyze the monitored metrics, AuTraScale chooses a third-party database system, such as Prometheus and InfluxDB, to store metrics information uniformly. Besides, to obtain the true processing rate of the operator mentioned in the Section III, it is necessary to modify the source code of the system. The new metrics are also stored in the third-party DB system.

Analyze. The Metric Aggregator selects and integrates metrics information monitored, such as calculating the total processing rate of all instances of each operator, and sends them to the Scaling Manager. The Scaling Manager will judge whether the resource configuration needs to be adjusted and whether there is a model suitable for the current rate in the model library.

Plan. The Policy Controller decides to execute Algorithm 1 or Algorithm 2 according to the feedback from the Scaling Manager. The controller creates or updates the benefit model.
in the model library, and outputs the next resource allocation scheme. It is worth mentioning that the accuracy of the model will gradually increase as the training data increases during the job runs.

**Execute.** After receiving the resource configuration recommended by the controller, the System Scheduler stops the current job and store status information as a savepoint firstly. Then, it restarts the job that was just interrupted using the new configuration.

In addition, to improve AuTraScale’s flexibility and stability, we introduce the following parameters during the AuTraScale component operation.

- **Policy interval.** This parameter determines how often AuTraScale components are called.
- **Policy running time.** When the Policy Controller makes a decision, the job needs a certain amount of time to restart and the QoS is extremely unstable at this time. Therefore, AuTraScale needs the policy running time to obtain a stable metric in the current configuration. In the policy running phase, the decisions of the Metric Aggregator and Scaling Manager will be ignored. It is better to set the policy running time to an integer multiple of the policy interval.

V. EVALUATION

A. Experiment Setup

We evaluate AuTraScale on a physical cluster composed of 3 Dell PowerEdge R730xd (20-core CPUs and 256 GB RAM) and 1 Dell PowerEdge R740xd (32-core CPUs and 256 GB RAM). AuTraScale is implemented in Flink 1.10.0 and Hadoop Yarn 2.7.5. We run Flink applications in the yarn-per-job mode, which launch Flink within YARN only for executing a single job. Hadoop and Flink are located at three R730xd machines. To simulate the real production environment, we also deploy Zookeeper and Kafka on the other R740xd machine in a pseudo-distributed mode to store data. Flink metrics and Kafka metrics are stored in influxDB databases that running on the Hadoop master machine.

For comparison, we also evaluate recent proposed auto-scaling methods DRS [5] and DS2 [14] in the Flink environment. DS2 is a simple and fast method for optimizing throughput with some latency benefits, but its optimization effect is affected by the linear assumption. Comparing with DS2, we want to verify the effectiveness of AuTraScale and whether it can obtain some better solutions. DRS can guarantee end-to-end latency and minimize resource usage based on the queuing theory and greedy algorithm during the auto-scaling process. However, its accuracy is easily affected by interference between tasks. We mainly compare the performance of AuTraScale and DRS in terms of latency guarantee. To avoid the influence of different rate metrics, we use the observed processing rate and true processing rate to run DRS respectively. In this way, the advantages of AuTraScale itself in minimizing resource usage and convergence rate can be highlighted without the effect of new metric.

We use three representative workloads to verify the performance of AuTraScale. WordCount Streaming Job has a simple linear DAG structure, which contains four operator: Source, FlatMap, Count and Sink. Yahoo Streaming Benchmarks [20] is an advertisement event processing case and we use an extended version [21] (The DAG structure is shown in Fig. 4). Nexmark [22] is a benchmarking suite of Apache Beam that contains multiple continuous data stream queries. We use Query5 (sliding window) and Query11 (session window) to evaluate the performance of AuTraScale on the special operators.

![The topology of Yahoo Streaming Benchmarks.](image)

**B. Throughput optimization**

To verify the effect of throughput optimization in Algorithm 1, we run four workloads: WordCount, Yahoo, Nexmark-Query5, and Nexmark-Query11. Their input data rates are 350k records/s, 60k records/s, 30k records/s, and 100k records/s, respectively. The initial parallelism of all operators for each workload is 1 and the policy running time is 5 minutes.

When the throughput is lower than the input data rate and running time is greater than 5 minutes, the Scaling Manager will inform the Policy Controller to call Algorithm 1 and return new parallelism. The System Scheduler receives the new configuration and restarts the job. After the policy running time, if the Scaling Manager detects that the current throughput is greater than the input data rate or the current parallelism is the same with the last iteration, the algorithm will terminate.

![Throughput optimization results for different workloads.](image)

(a) Throughput optimization results for different workloads. $n$ represents the number of iterations. Because of the record backlog in Kafka, WordCount’s throughput is temporarily higher than the target. The throughput of Yahoo jobs is limited by Redis’s read/write rate and cannot reach the target rate. (b) Throughput optimization process for Yahoo Streaming job. In the fourth iteration, the parallelism is p4 (40, 1, 1, 1, 40) again, and the algorithm is terminated. When the parallelism is larger, such as p5 (40, 40, 40, 40, 40) and p6 (50, 50, 50, 50, 50), the throughput does not continue to increase.

When the throughput optimization algorithm is terminated, the operator parallelisms of the four workloads are (3, 4, 12, 10), (40, 1, 1, 1, 40), (1, 18), and (1, 11), respectively. Fig.
5(a) shows the optimal throughput and the number of iterations for different workloads. From the results, AuTraScale can achieve the optimal throughput with four iterations at most. For WordCount job, the data accumulated in Kafka are also processed along with the newly arrived data under the current optimized configuration, so its throughput will be higher than the input data rate. Due to the limitation of the read/write rate of Redis, the optimal throughput of the Yahoo streaming job cannot reach the input data rate. In this situation, the parallelism at the end of iteration is not always optimal. Therefore, AuTraScale reviews the iterative process and selects the solution with maximum throughput and less resource utilization as the final result. In Fig. 5(b), the parallelism p2 (4, 2, 1, 1, 34) is selected as the final optimal configuration. The experiment after 35th minute in Fig. 5(b) is to verify that higher parallelism does not lead to further throughput optimization due to the external limit.

C. Elasticity tests at a steady rate

After determining the optimal configuration of throughput, AuTraScale trains the initial model using the bootstrapping samples and iteratively updates the model as the job runs. When QoS and resource utilization do not meet requirements, AuTraScale starts the scale-up or scale-down operation to adjust the resource configuration. We design the following experiments to show the efficiency of AuTraScale in this process.

The experiment consists of two jobs: WordCount job (target throughput is 350k records/s and target latency is 180 ms) and Yahoo job (target throughput is 34k records/s and target latency is 300 ms). The initial training set of two jobs contains 10 and 40 samples respectively. AuTraScale algorithm terminates when the latency, throughput and benefit scores meet the requirements concurrently. The benefit score threshold is 0.9 and the policy running time is 10 minutes. The DRS method with true and observed processing rate is used for comparison. It runs until the latency meets the requirements or the total number of new parallelism scheme is over the upper limit of resource.

The results are shown in Table II and Table III. From the results, we can draw the following conclusions. First, as long as the resources are sufficient, AuTraScale can find a parallelism scheme that meets QoS requirements in fewer steps. The more train samples, the fewer iterations. Second, Fig. 7 shows that the optimal parallelism that meets QoS requirements of AuTraScale takes fewer resources compared with the DRS method in most tasks. AuTraScale can reduce 66.6% and 36.7% resource consumption respectively in the scale-down and scale-up scenarios. Although the DRS method with true processing rate can find solutions that use fewer resources than AuTraScale in the WordCount scale-up experiment, it cannot meet the throughput requirements. Third, Fig. 6 shows that less parallelism may bring better latency benefit, and this phenomenon is consistent with Observation 2.2 in Section II. It is worth noting that the configurations obtained by the DRS method sometimes do not meet QoS requirements. It shows that the error of the queueing model is larger in complex resource mapping schemes. In contrast, the Gaussian process model used by AuTraScale has better performance.

![Fig. 6. Latency comparison of optimal configuration for different methods in elasticity tests.](image)

![Fig. 7. Parallelism comparison of optimal configuration for different methods in elasticity tests.](image)

D. Transfer efficiency when data rate changes

In this set of experiments, we compare the efficiency of AuTraScale’s transfer learning algorithm and DS2 method when data rate changes by running Query5 and Query11 in Nexmark benchmarking suite. The input data rates of the two queries are set to 30k records/s and 100k records/s respectively. We train the benefit models corresponding to 20k records/s and 80k records/s in advance as the input of the transfer learning algorithm. The target latency of the two queries is set to 500 ms and 150 ms respectively. We run DS2 with offline mode to get the optimal parallelism. Fig. 8(a) shows the parallelism and the number of iterations when these two methods terminate the iteration. Fig. 8(b) plots per-record latency for the terminal configuration of each query with different methods.

As shown in Fig. 8(a) and Fig. 8(b), for Query11, AuTraScale uses the same number of iterations as DS2 to find a configuration with similar parallelism and similar latency distribution. It indicates that our transfer learning algorithm can achieve similar results with existing methods. For Query5, although AuTraScale needs two iterations more than DS2 to find the configuration to meet QoS requirements, its recommended configuration saves five parallelisms (resource units) than DS2. For both Query11 and Query5, AuTraScale saves an
average of 13.5% in parallelism. Specifically, as shown in Fig. 8(c), our method saves 5.2% CPU resources and 6.2% memory resources on average comparing with DS2. In terms of latency, AuTraScale regards latency as one of the optimization goals to ensure that the latency requirement is met, but DS2 does not explicitly optimize the latency. Besides, the per-record latency benefits of AuTraScale are slightly better than that of DS2.

E. The running overhead of the AuTraScale

AuTraScale directly calls the metric group interface of Flink to expose the rate information to the outside, so it does not bring additional overhead to the system. Users can get the true rate information by the path taskmanager_job_task_trueProcessingRate like accessing other native metrics.

To evaluate the algorithm overhead of AuTraScale, we run two algorithms with a different number of operators to obtain the CPU time consumed by them. The results are listed in Table IV. From the results, the overheads of Algorithm 1 and Algorithm 2 are linear to the number of operators, but it is not enough to affect the QoS of job. Moreover, the algorithm overhead will be less than 1ms when Algorithm 1 directly calls the model to recommend new parallelisms for different operators, as shown in line Algorithm_use.

VI. RELATED WORK

Streaming system need more flexible auto-scaling solutions to avoid inappropriate resource allocation because of frequently changing and unpredictable workloads. Existing auto-scaling solutions of streaming systems include the following policies or models.

Threshold-based policy. The controller uses metrics about system resources and runtime information to trigger scaling action. Some methods use traditional metrics include CPU utilization [10] [23], memory utilization [23], throughput [8], network [24], congestion status [8], etc. Some other methods define some new metrics, such as the Effective Throughput Percentage(ETP) in Stela [11]. The scaling threshold may be dynamic or contain some buffer conditions of trigger action.

Queuing theory model. Some work [4] [5] use mathematical models related to queuing theory, such as Kingman’s formula

<table>
<thead>
<tr>
<th>Numbers</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alg1_train</td>
<td>0.042</td>
<td>0.059</td>
<td>0.065</td>
<td>0.076</td>
<td>0.088</td>
</tr>
<tr>
<td>Alg1_use</td>
<td>0.0008</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
</tr>
<tr>
<td>Alg2</td>
<td>0.0670</td>
<td>0.0811</td>
<td>0.0934</td>
<td>0.1048</td>
<td>0.1161</td>
</tr>
</tbody>
</table>
and Jackson open queueing networks, to model the end-to-end latency of the system. The controller uses these models to predict the latencies of different scaling schemes before action and find the best one to execute. However, the accuracy of this policy is easily affected by interference between multiple tasks.

Rule-based and blacklisting policy. Rule-based Dhalion [7] detects system bottlenecks by analyzing metrics such as system backpressure, then generates diagnosis and select a scaling plan according to the select rule in the resolution stage. The blacklisting means to put a solution that has no actual benefits on the blacklist and not execute it again. However, the backpressure monitoring method cannot give a reduction plan in the case of over-provisioning. IBM Streams [8] that uses the congestion metric has similar drawbacks.

Other policies. Google Dataflow [12] heuristically adjusts the number of workers in a cloud environment based on several signals such as CPU utilization, backlog, and throughput. Based on the data flow model, DS2 [14] determines the appropriate parallelism according to the input data rate and the true processing rate of the operator. A topology-based scaling policy [25] for Apache Storm is proposed to make up for some drawbacks of rebalance command and improve scaling performance. This scheme performs coarse-grained elastic scaling without capturing the difference between operators and has a poor overall resource utilization.

VII. CONCLUSION

In this paper, we propose AuTraScale, an auto-scaling solution for streaming systems to guarantee QoS and save resource usage. AuTraScale abstracts the relationship between the parallelism and QoS in streaming systems to a Gaussian process model to minimize the impact of resource interference on the prediction accuracy. The Bayesian optimization method is used to iteratively update the model and recommend the optimal parallelism configuration. When the input data rate changes, the transfer learning method can quickly adjust the parallelism as needed with minimal samples. To evaluate the effectiveness of AuTraScale, we conduct several experiments and compare with the state-of-the-art methods. Results show AuTraScale can reduce 66.6% and 36.7% resource consumption respectively in the scale-down and scale-up scenarios while ensuring QoS, and save 13.5% resource on average when the input data rate changes. For future work, we plan to investigate efficient methods to unbind benefit models from input data rates, reduce the training costs and decrease the additional latency overhead in the reconfiguration process.
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